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ür die operative Steuerung logistischer Systemen ist 
der Einsatz von Optimierungsmethoden unter der 

Nutzung selbstlernender Algorithmen zunehmend Ge-
genstand von Forschungs- und Entwicklungsaufgaben. 
Einen besonderen Anwendungsfall bilden an dieser Stelle 
selbstlernende Wissensmanagementsysteme, welche die 
zielgerichtete Reaktion auf Abweichungen, also Störun-
gen und Schwankungen von Systemkennwerten, adres-
sieren. In diesem Beitrag wird im Detail darauf eingegan-
gen, wie ein solches System bewerten kann, auf welches in 
der Regelstrecke vorliegende Problem idealerweise zu re-
agieren ist. Hierzu werden zunächst vier verschiedene 
Ansätze hergeleitet und diskutiert. Anschließend erfolgt 
eine gesamtheitliche Bewertung und eine Synthese der 
einzelnen Ansätze hin zu einem allgemeingültigen bzw. 
allgemein anwendbaren Ansatz. Weitere Verbesserungs-
möglichkeiten bilden den Abschluss des Papers. 

[Schlüsselwörter: selbstlernende Systeme, Leitsysteme, opera-
tive Steuerung, Logistiksteuerung, Decision-Making] 

or the operational control of logistics systems, the ap-
plication of optimization methods using self-learning 

algorithms is increasingly the subject of research and de-
velopment. Knowledge management systems, which ad-
dress the specific reaction to deviations, i. e. disturbances 
and fluctuations of system parameters, form a special ap-
plication use case. This paper discusses in detail, how such 
a system can evaluate, which present deviation in the lo-
gistic system should ideally be subject to the reaction of 
the control system. Several ideas are part of the discussion 
and narrow down to four different approaches. An over-
all evaluation and a synthesis of the individual ap-
proaches to a universally valid and applicable approach 
follow. Furthermore, future possibilities for enhancement 
complete the paper. 

[Keywords: self-learning systems, control systems, operational 
control, logistics control, decision-making] 

1 FACING DEVIATIONS IN LOGISTICS 

Planning technical systems in intralogistics uses dif-
ferent parameters to acquire proper dimensions and re-
strictions for a planned system. These parameters either are 
measured or targeted values. Designing the logistics system 
aims to reliably reach the targeted values during everyday 
operations.  

During ongoing operation, the wide variety of tech-
nical systems in intralogistics is constantly subject to fluc-
tuations and disruptions. So, deviations from a planned sys-
tem behavior seem unavoidable. Reasons for those 
deviations are e.g. mistakes caused by the personnel, tech-
nical failures or misinformation. A detailed discussion of 
these reasons can be found in [WF20]. The deviations dur-
ing the operation of a technical system in logistics cause the 
targeted values of the logistics systems, like economic ef-
ficiency, punctuality or other logistical qualities, to differ 
from the original planning. Especially smaller companies, 
which operate complex logistics systems, find it hard to re-
install a stable, economical status of the logistics processes, 
as expertise, and experience of the personnel might not be 
sufficient. The loss of expertise due to the fluctuation of 
personnel, especially retirements, add the problem of sav-
ing knowledge regarding the systems and processes for fu-
ture appliance. 

1.1 BACKGROUND OF RESEARCH 

The research project “MuCRoute – Monitoring and 
Controlling of tugger train systems” addressed the problem 
of disruptions and fluctuations in a specific subsystem of 
production logistics, the tugger train system. The result of 
the project is the development of a knowledge management 
system of self-learning character, which enables an auto-
mated detection, elimination and solution evaluation in 
case of deviations in a tugger train system. This self-learn-
ing system requires several components. Apart from a key 
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figure system, a quantification of correlations between de-
viations and a database for solutions, especially the deci-
sion-making in the several steps from detecting problems 
to evaluating the effects of applied solutions is a major part 
of the design process. This paper will address one of the 
basic questions of such a system regarding decision-mak-
ing: How can a prioritization of problems look like?  

1.2 ADDRESSED QUESTIONS  

While this question of prioritization might appear triv-
ial at first glance, it shows its scope and the associated chal-
lenges in a closer analysis. In a logistics system, problems 
in form of deviations often overlay or even correlate with 
each other. Therefore, it is important to prioritize the dif-
ferent problems and to identify causes and effects of certain 
occurrences. The self-learning system should be able to 
identify the problem, which is either the most urgent, prom-
ising to solve or of highest effect. This requires following 
primarily defined rules. 

This paper will outline different approaches to deci-
sion-making in order to select the appropriate problem re-
garding multiple parameters and focuses. Having identified 
the necessary parameters, a mathematic definition of the in-
dividual approaches allows discussing these approaches at 
a more detailed level, especially regarding the self-learning 
background. As a conclusion, the paper proposes merging 
the different approaches to one prioritization rule. This rule 
allows an individual adjustment of sub factors of prioritiza-
tion, so that individual appliance might represent the indi-
vidual needs of the operated logistics system. 

2 STATE OF THE ART IN SCIENCE AND TECHNOLOGY 

The state of the art regarding prioritization rules for 
problem identification represents two parts. First, a short 
examination of literature on self-learning systems in logis-
tics shows current appliances and approaches to use artifi-
cial intelligence (AI) in logistics. The second part of this 
chapter discusses sources that are more basic concerning 
decision-making and prioritization. 

2.1 SELF-LEARNING KNOWLEDGE MANAGEMENT 
SYSTEMS IN LOGISTICS 

Knowledge management systems and AI are increas-
ingly subject to discussion and analysis in literature regard-
ing logistics and production management. For many appli-
ances, AI-based functions and approaches allow to enable 
new functionalities, enhance current possibilities or simply 
reduce costs. However, only a small proportion of these 
publications, developments or products are currently ad-
dressing the specific task of controlling logistics systems 
during operation. Following this, the evaluation of tugger 
trains and their deviations from planned or targeted behav-
ior are also no focus of current literature or even product 
development. Concerning logistics, this paper will outline 

three exemplary approaches and ideas, where AI based 
technology enables self-learning tools and mechanisms. 

First to mention are Bintrup et. al., who use AI based 
analysis for “Predicting Hidden Links in Supply Networks” 
[BWW⁺18]. In a related field, Nikolopoulos et. al. discuss 
“Forecasting supply chain sporadic demand with nearest 
neighbor approaches” [NBB16]. Apart from that, Więcek 
proposes intelligent systems to approach inventory control 
und uncertainty [Wię16]. None of these projects and exam-
ples take use of any prioritization rules for decision-mak-
ing. Therefore, the question of prioritization approaches is 
not solved sufficiently for a direct use in self-learning sys-
tems. 

Even more general evaluations do not address the 
questions of prioritization regarding intelligent systems in 
logistics. For example, Fauland describes the principles of 
pattern recognition as the basis of systems [Fau18] and 
Günthner et. al. evaluate the control of logistics processes 
as a possible field of application under the consideration of 
a comprehensive digitalization of intralogistics [GH10], 
but do not discuss prioritization or selection problems in 
detail. 

2.2 PRIORITIZATION AND DECISION-MAKING 

As far as the known and analyzed literature goes, the 
question of automatically prioritizing problems occurring 
in a logistics system is not the focus of current evaluations 
or projects. Therefore, basic considerations about decision-
making and prioritization are a possible starting point of 
this paper. In literature, multi-criteria decision mechanisms 
and fuzzy logics are the most common approaches to pri-
oritization. This covers both, automated systems as well as 
manual approaches. Of course, multi-criteria decision 
mechanisms cover any part of the industrial-productive en-
vironment. [KBY08]; [LGS12] 

For the problem prioritization issue, literature de-
scribes, the Multiple Criteria-, Multiple Goals-, Multiple 
Attributes- and Multiple Objectives- Decision-making 
methods as potentially suitable approaches. These closely 
related methods share the initial definition of an objective 
function. This function differs between the methods, as it 
targets different variables for decision-making. Decision-
making is also subject to current discussions and evalua-
tions in literature itself. Regarding the variety of sources, 
this paper condenses widely cited and recommended 
sources, as it should give a sufficient overview regarding 
the ideas, possibilities and restrictions of the decision-mak-
ing methods. [HY81]; [Rao07]; [Ros11]; [PDK08]  

As explained, the decision-making methods for multi-
criteria problems can target variables: 

• Criteria describe a measure for evaluating the effec-
tiveness of a decision on Attributes or Objectives. 
[HY81] 
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• Goals are the expression of the absolute targets of a 
system, which are set either based on external or in-
ternal requirements. For example, a minimum level of 
utilization that has to be achieved in a tugger train sys-
tem operation. [HY81] 

• Attributes commonly are directly measurable param-
eters of a system for decision-making. These express 
the behavior of the system directly. [HY81]; [Rao07] 

• Objectives describe higher-level demands for the de-
cision-making process. Objectives are quantified and 
represented by different Goals and express basic tar-
gets of an enterprise or system operator, such as the 
desire to maximize profitability or minimize error 
rates. [HY81] 

In the context of generating rules for especially self-
learning problem prioritization, Multiple Criteria Deci-
sion-making is the primary approach, as a clear separation 
and identification of Attributes, Objectives and Goals is not 
always possible and therefore not suitable. 

3 DEVELOPMENT OF POSSIBLE PRIORITIZATION 
APPROACHES 

As described in the state of the art, self-learning prior-
itization rules are so far not available or discussed. Thus, 
chapter 3 describes the basic development leading to four 
different approaches of prioritization. This covers their in-
troduction and discussion, by applying the basic rules and 
ideas of chapter 2. 

3.1 FIELD OF APPLIANCE 

In order to develop suitable strategies and rules for the 
prioritization of problems, depicting and analyzing the ma-
jor purpose of the self-learning system is suitable. There-
fore, the four steps in a self-learning system reacting to sys-
tem deviations in logistics are as follows and depicted in 
figure 1: 

Step 1: The knowledge management system detects 
deviations from target values in the key figures of the tug-
ger train system by reaching or breaking defined interven-
tion limits for the key figures values. 

Step 2: The knowledge management system deter-
mines the specific pattern in which the key figures deviate. 
Known deviations for comparison are stored using the cor-
relating key figure pattern as a typical characterization and 
can be identified in this way by alignment. 

Step 3: The knowledge management system has iden-
tified, which deviations exist in the system and selects a 
deviation for counteractions based on the strategies devel-
oped in this paper. 

Step 4: The knowledge management system applies 
solution strategies for the identified problem to the applica-
tion and observes their success. 

 
 

 

 

 

 
 
 
 
 
 

Figure 1. The mechanisms behind the self-learning system 
to correct deviations (reduced version) 

As this paper intends to address the prioritization of 
problems and the following decision-making, the funda-
mental issue and topic of this paper lies in step 3. Other 
questions regarding the self-learning knowledge manage-
ment system have been or will be subject to further detailed 
elaborations. In the following, this paper presents and eval-
uates strategies for selection. 

3.2 SPECIFIC RULES FOR PRIORITIZATION 

The following subchapters will each represent and dis-
cuss one approach to problem prioritization. After describ-
ing the approach “strongest deviation”, possible rules after 
costs, time and criticality follow. 

3.2.1 STRONGEST DEVIATION RATING 

A very intuitive approach to selecting a problem is, to 
rank the occurring deviations by their intensity. After that, 
the strongest deviation will be matter of further actions. To 
do so, in the first place, a logical function has to be defined 
that allows the identification of the strongest deviation. 
Since the different deviations use different amounts of key 
figures for representation, the further problem of a gener-
ally valid and comparable classification of the results 
arises. 

In order to meet these requirements, the approach cal-
culates the average deviation of all concerned key figures 
for each existing problem. To do so, all key figures are per-
centage values representing the deviation of a key figure 
from a target or average value. According to this definition, 
the mathematical description for selecting a problem after 
the strongest rating follows this formula:  

(1) 𝑑𝑑𝑎𝑎 = max
𝑗𝑗
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Where 

𝑑𝑑𝑎𝑎 is the evaluation of the largest deviation by strength 
𝑎𝑎𝑖𝑖𝑗𝑗   is the percentage deviation of kpi i regarding devia-

tion j from target or average value 
𝑛𝑛𝑗𝑗   is the number of key figures assigned to deviation j 

On one hand, the advantage of this evaluation is that 
the entire intensity of a deviation is included in the evalua-
tion. This ensures that individual, particularly strongly de-
viating values of individual key figures are represented in 
the evaluation. On the other hand, the effects of this greater 
deviations on the result of the approach are over all damp-
ened by other key figures of smaller deviation intensity. 
This serves to prevent an overreaction of the knowledge 
management system and to allow a stable correction pro-
cess. 

The problem with this form of decision-making is that 
this weighing does not represent the later effects of the de-
viations. Thus, there is a risk that the system reacts to a de-
viation, which is strong, but its effects would be negligible. 
As a result of that, a very problematic deviation might not 
be addressed when necessary. 

3.2.2 DOWNTIME COSTS DUE TO SYSTEM DEVIATION 

As described at the beginning, deviations in the form 
of fluctuations and failures usually lead to a loss of eco-
nomic efficiency. Examples can occur in the form of lower 
process efficiency, increased wear or failure costs. For this 
reason, the monetary evaluation of a failure is proposed us-
ing the following mathematical description. 

(2) 𝑑𝑑𝑚𝑚 = max
𝑗𝑗
�𝑚𝑚𝑗𝑗�  

Where 

𝑑𝑑𝑚𝑚 is the evaluation of the largest monetized deviation 
𝑚𝑚𝑗𝑗   is the monetized damage assessment of the 

deviation j 

A monetized assessment of the damage, caused by a 
deviation, allows to address the deviation of the most se-
vere economic damage for prioritized remediation.  

While the monetized assessment enables benefits re-
garding cost effectiveness during operational use, the re-
quired configuration of the knowledge management system 
requires relatively extensive preparation. During this prep-
aration, a cost evaluation for possible deviations has to take 
place and must be part of the implementation of a 
knowledge management system. Coping with unknown de-
viations also requires the evaluation of damage patterns as 
well as corresponding cost rates. 

Furthermore, the solitary evaluation of the damage 
costs due to the deviation alone does not allow a complete 

monetized verdict. Such a decision would also require 
knowing the costs and efforts of the possible solutions. 
Strategies to evaluate solution costs are subject to further 
research activities. 

3.2.3 TIME UNTIL RETURN TO STABLE SYSTEM STATE 

Another possibility of prioritization is the question, 
how fast a solution for deviations can be in place. In this 
case, the decision criterion is not the question of the effects 
of malfunction effects, but the time it takes to correct them. 
This information regarding timespans for correction comes 
from experience or previously estimated values. Especially 
in logistics systems with strong dependencies and intercon-
nections, the time necessary to return to a stable system 
state is of high importance. Therefore, the mathematical ex-
pression of this rule includes a simple formula for a deter-
mination of the minimum time to return to the stable system 
state. 

(3) 𝑑𝑑𝑡𝑡 = min
𝑗𝑗
�𝑡𝑡𝑗𝑗�   

Where 

𝑑𝑑𝑡𝑡 is the evaluation of the deviation regarding shortest 
time to solve 

𝑡𝑡𝑗𝑗  is the known or expected rectification time for the 
deviation j 

The problems of the implementation of this approach 
correspond to the weaknesses of the cost driven one. As for 
costs, also time components require a prior estimate and 
previous calculation during, respectively for, implementa-
tion. 

3.2.4 CRITICALITY OF THE DEVIATION 

The evaluation mechanisms based on the strength of 
the deviation, on costs or timespans have the common 
weakness that the complete and detailed impact on the lo-
gistics system remains unevaluated and thus unconsidered. 
The fourth approach explicitly addresses this issue. For the 
implementation of a self-learning knowledge management 
system in logistics, it is usually also necessary to assess in 
advance, which deviations or disturbances are more critical 
than others are. In specifically conducted surveys, these 
criticalities were primarily disruptions that would have trig-
gered a stop of a single process step or a complete halt of 
the supply chain. Other than the costs approach, this idea 
also depicts qualitative risks and does not require a com-
plete monetized quantification. 

Thus, the fourth prioritization approach uses the quan-
tified criticality of a deviation as criterion. With the inten-
tion of including the effects of a deviation in this prioritiza-
tion approach, these effects need to be a specific part of the 
mathematical description. During operation, the 
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knowledge management system determines how many ef-
fects are conjugated to a deviation and adds their average 
criticality to the criticality of the triggering deviation. The 
average value is used, to achieve a comparable factor. Oth-
erwise, deviations with few but extreme effects could im-
ply a lower rating then deviations with many effects of low 
criticality. The conjugations of causes and effects are part 
of the knowledge management system and therefore a nec-
essary part of implementation. 

(4) 𝑑𝑑𝑐𝑐 = max
𝑗𝑗

�𝑐𝑐𝑗𝑗 + �
1
𝑒𝑒𝑗𝑗
�𝑤𝑤𝑘𝑘𝑗𝑗

𝑒𝑒𝑗𝑗

𝑘𝑘=1

��   

Where 

𝑑𝑑𝑐𝑐 is the evaluation of the largest deviation regarding 
criticality 

𝑐𝑐𝑗𝑗 is the criticality of the deviation j 

𝑒𝑒𝑗𝑗   is the number of effect phenomena assigned to  
deviation j 

𝑤𝑤𝑘𝑘𝑗𝑗 is the criticality w of the assigned effect 
phenomena k to deviation j 

Two points show the major advantage of this approach 
to prioritization. First, as already described in the require-
ments, the criticalities of the effects of deviations are a ma-
jor part in the evaluation. Second, the results of the priori-
tization do not as much depend on estimates regarding 
costs or timespans and in this respect are relatively more 
objective. At the same time, the fact that criticality has to 
be preassigned by user input is the main disadvantage of 
the approach. The possible values for criticality depend on 
individual experiences of users and are hardly measurable. 
During operation of the knowledge management system, 
the criticality, costs and timespans might become easier to 
evaluate over time, as the system learns and expands its ex-
perience. 

3.2.5 EVALUATION AND POSSIBLE APPLICATION 
PRINCIPLES 

Discussing the different prioritization rules shows, that 
a clear favoring of one particular rule is not possible. Under 
the aspect that the rules should be independent from sub-
jective assessments, none of the approaches is completely 
suitable. Two approaches use estimates on costs and 
timespans, two others require either target values or prede-
fined criticality. In order to design a mixed approach, it is 
necessary to outline the different pros and cons of the ap-
proaches. 

First, the approaches of criticality and strength utilize 
the effect, that prediction needed for their implementation 
are anyway necessary for the implementation of the 
knowledge management system in logistics. During plan-
ning of the logistics system, the definition of target values 

is obligatory to find proper system dimensions. In that way, 
the comparison values to determine the strength of a devi-
ation already exist. Second, apart from the mere target val-
ues regarding efficiencies or other key figures, also possi-
ble deviations and system failures are subject to 
examinations during planning. However. the examinations 
of possible failures and deviations needs to exceed the com-
mon dimensions, as the planning process has to cover ques-
tions of criticality and cause and effect networks in the 
planned system. In case of introducing a self-learning 
knowledge management system to an already existing sys-
tem, these questions drop in difficulty and complexity due 
to already existing experience. 

The main difference regarding the rules of costs and 
timespans is the usage of measurable values. Although 
these values are only be estimates at the beginning of the 
self-learning process, due to the improvements by self-
learning the values will get more and more precise and re-
silient. While the approach using costs requires valuating 
incurred damages by cost rates and resulting financial ef-
forts, the timespan approach does not use external meas-
urement. The time until solving the deviation is measure-
able by investigating the key figures and stating, when the 
operating system is stable again. 

In conclusion, a singular selection between the four in-
dividual approaches is hardly reliably possible without 
prior estimation of the logistics systems behavior. For each 
of the individual approaches, a corresponding learning 
phase of the knowledge management system is necessary, 
which must confirm or concretize assumptions made dur-
ing designing. A consequence of the rigid selection also is 
that the knowledge management system might optimize 
only the chosen parameters, which are part of the prioriti-
zation rule. A change of approaches then results in a re-
peated learning phase. 

4 DEVELOPING A UNIVERSAL APPROACH 

As mentioned, the different approached standing alone 
do not sufficiently describe proper prioritization ap-
proaches. The following chapter shows a possible solution 
to this problem and presents further thoughts towards fu-
ture developments and opportunities. 

4.1 SYNTHESIS OF THE APPROACHES 

In order to define one universal approach, this chapter 
will show, how merging the different rules into one formu-
lation is possible. The target of this merging is, to utilize 
the different advantages of the single approaches so that 
their drawbacks annihilate each other as far as possible. 

The Simple Additive Weighting (SAW) method and the 
Weighted Product method (WPM) allow to develop the 
necessary mathematic algorithms. For the development of 
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individual rules, these allow to combine different individ-
ual criteria, either additively or multiplicatively, depending 
on the individual use case. Also, they allow the implemen-
tation of weighting factors to adjust the influencing varia-
bles and their interaction. This is necessary to design com-
prehensive approaches regarding comparability and 
calculateability. [Mac68]; [HY81]; [BH08]; [Eas75]; 
[Sea62] 

The four approaches, strength, costs, timespans and 
criticality, each represent one block, which requires the 
definition of a weighing factor and furthermore, normali-
zation. Furthermore, as the approaches are normalized for 
better comparability, the additive approach is in use. 

The weighing factors allow an individualized and dy-
namic setup of the prioritization. Individual, as the weigh-
ing uses adjusted factors for each of the single rules. The 
factors depend on the specifications introduced during 
planning by the designers of the system. Dynamic, as these 
factors can be subject to external reconsideration over time 
reacting to changing circumstances or targets. 

For an implementation of the holistic approach of pri-
oritization as a unified mathematical expression, it is nec-
essary to normalize the results of the four presented indi-
vidual terms. While the approach of the strongest deviation 
already represents a percentage value, the monetary ap-
proach produces a monetary value and the temporal ap-
proach an absolute timespan. The result of the criticality 
evaluation depends on the specifically selected evaluation 
scale of the systems implementation. In order to achieve a 
normalization, a comparison value is necessary.  

Wherefore, this prioritization rule utilizes the fact, that 
an examination of all four approaches is necessary. Thus, 
for every approach a maximum or minimum value exists 
between the different deviations depending on the prioriti-
zation approach. This maximum or minimum value is the 
comparison value. In most cases, these maximums or min-
imums will not be represented by one deviation but spread 
over the different problems. In that way, up to four bench-
marks of approach specific prioritization exist. Now, it is 
possible to select every deviation against these four bench-
marks and  this allows evaluating, which deviation has the 
minimum gap to the optimum prioritization over all ap-
proaches. Scaling the maximum prioritization of each ap-
proach to 100 %, the individual results are always mathe-
matically secured between 0 and 1 and therefore 
completely comparable. 

The corresponding expression including the weighing 
factors is as follows. The subcomponents are as presented 
above in chapter 3 in formulas (1) to (4): 

(5) 

𝑑𝑑𝑗𝑗 = 𝑧𝑧𝑎𝑎
� 1
𝑛𝑛𝑗𝑗
∑ �𝑎𝑎𝑖𝑖𝑗𝑗�
𝑛𝑛𝑗𝑗
𝑖𝑖=1 � 

max
𝑝𝑝

� 1
𝑛𝑛𝑝𝑝
∑ �𝑎𝑎𝑖𝑖𝑝𝑝�
𝑛𝑛𝑝𝑝
𝑖𝑖=1 � 

  

+ 𝑧𝑧𝑚𝑚
𝑚𝑚𝑗𝑗

max
𝑝𝑝
�𝑚𝑚𝑝𝑝�

 

+ 𝑧𝑧𝑡𝑡
min
𝑝𝑝
�𝑡𝑡𝑝𝑝�

𝑡𝑡𝑗𝑗
 

 

 

+𝑧𝑧𝑐𝑐
�𝑐𝑐𝑗𝑗 + �1

𝑒𝑒𝑗𝑗
∑ 𝑤𝑤𝑘𝑘𝑗𝑗
𝑒𝑒𝑗𝑗
𝑘𝑘=1 ��

max
𝑝𝑝

�𝑐𝑐𝑖𝑖…𝑛𝑛 + � 1
𝑒𝑒𝑖𝑖…𝑛𝑛

∑ 𝑤𝑤𝑘𝑘,𝑖𝑖…𝑛𝑛
𝑒𝑒𝑖𝑖…𝑛𝑛
𝑘𝑘=1 �� 

  

With  1 =  𝑧𝑧𝑎𝑎  +  𝑧𝑧𝑚𝑚 +  𝑧𝑧𝑡𝑡 + 𝑧𝑧𝑐𝑐 

Where 

𝑑𝑑𝑗𝑗 is the evaluation of the prioritized deviation j 

𝑎𝑎𝑖𝑖𝑗𝑗   is the percentage deviation of kpi i regarding devia-
tion j from target or average value 

𝑛𝑛𝑗𝑗   is the number of key figures assigned to deviation j 

𝑚𝑚𝑗𝑗   is the monetized damage assessment of the 
deviation j 

𝑡𝑡𝑗𝑗  is the known or expected rectification time for the 
deviation j 

𝑐𝑐𝑗𝑗 is the criticality of the deviation j 

𝑒𝑒𝑗𝑗   is the number of effect phenomena assigned to  
deviation j 

𝑤𝑤𝑘𝑘𝑗𝑗 is the criticality w of the assigned effect 
phenomena k to deviation j 

𝑧𝑧𝑎𝑎 Weighting of the "strength of deviation" prioritiza-
tion dimension 

𝑧𝑧𝑚𝑚 Weighting of the monetized prioritization dimen-
sion 

𝑧𝑧𝑡𝑡 Weighting of the temporal prioritization dimension 
𝑧𝑧𝑐𝑐 Weighting of the prioritization dimension "critical-

ity of deviation" 

As described, prioritizing the selection with the help 
of this rule allows the user or system manager to weigh the 
approach individually. As the self-learning knowledge 
management system monitors all solution parameters, it 
also gathers experience regarding all the different parame-
ters of the prioritization. As a result of this, the selection 
behavior is improved in all four parts of the combined ap-
proach, which enables shifting the weighing factors with-
out an additional learning phase. 
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4.2 TIME-DEPENDED WEIGHING AS FUTURE OPTION 

A future option regarding the weighing factors is, to 
design their value dependent of either the operating time 
since implementation or the number of corrected devia-
tions. The idea behind this option is, to exploit the devel-
opment of the knowledge in a self-learning system and 
therefore improve the rules behind decision-making and 
prioritization. As explained, the different parts of the com-
bined prioritization approach have advantages and disad-
vantages regarding the phase of appliance and running 
time. As the approaches of strength and criticality do not 
require as much experience of the system, as costs and 
timespans, it is favorable to weigh those two approaches 
higher in the early operations of the self-learning system. 
Over time and with experience in the system, the weight 
can shift towards costs and timespans. 

In order to define such rules, it is necessary to find pos-
sible markers for the point, where a change in weighing is 
advisable. The exact definitions for these rules are currently 
up to consideration and further development. 

5 CONCLUSION AND OUTLOOK 

The discussion of the prioritization approaches and 
with a concluding evaluation of the results and short out-
look towards future options in development. 

5.1 CONCLUDING EVALUATION 

This paper discusses four possible approaches to ena-
ble self-learning systems in logistics regarding decision-
making. The focus of the discussion hereby lays at the 
question, which deviation in a logistics system should be 
subject to correction. The four approaches each have char-
acteristic advantages and disadvantages, which allow the 
conclusion that none of them is suitable as a singular op-
tion. Therefore, a combination of the different approaches 
to one major rule is the proposed solution, using the meth-
ods of multi-criteria decision-making in the process. In this 
step, weighing factors and normalization add better compa-
rability and individualization to the suggested approach. As 
shown, further developments in the future regarding self-
learning adjustment of the weighing factors are promising 
possibilities. 

Although the different approaches and their combina-
tion are well discussed and so far ready for use, tests in 
form of practical application have not taken place at this 
point. The accompanying research project is equipped for 
a usage of the combined rule, but will be limited to the sin-
gle approaches in the first phases of testing. Because of 
that, a full evaluation of the proposed ideas is still open. 
Nevertheless, the theoretical background is discussed with 
appliers and programmers as well as experts of logistics. 
Results of these discussions and first laboratory tests are 
promising. 

5.2 FURTHER DEVELOPMENT 

Of course, the prioritization approaches allow differ-
ent further ways of development and enhancement. Two 
ideas follow here. 

One possibility for further optimization of the ap-
proaches and the algorithmic regularities is the use of the 
TOPSIS (Technique for Order Preference by Similarity to 
Ideal Solution) approach for the calculation of the devia-
tions. In contrast to the used calculation rules, TOPSIS al-
lows an estimation of the deviation from a minimum and a 
maximum value equally and thus represents a relativized 
view of the selection strategies [Ros-2011]. However, at 
the state of the presented discussion, a detailed discussion 
of this approach is pending. The introduction of TOPSIS 
might be a solution in case of a great number of overlapping 
deviations and will be discussed therefore under a specific 
evaluation. 

Regarding the process behind the idea of self-learning 
knowledge management systems in logistics, a second field 
for decision-making exists. While this paper depicts the 
way of choosing a problem to solve, rules for selecting the 
best suiting solution are also necessary. Although these 
rules might be related to the ones depicted in this paper and 
seem very similar, their motivation and discussion covers 
very different questions and problem. Therefore, research 
regarding these rules will be subject to upcoming publica-
tions. 
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