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ased on the behavior recognition model of 
Convolutional Neural Network, we developed a 

modular scalable integrated (MSI) sensor system 
together with a signal feature fusion algorithm. The 
integrated sensor system can obtain high-quality signals 
without having to be embedded in the body of the object 
and has good modular scalability and timeliness. The 
feature fusion algorithm improves the recognition 
accuracy as well as the robustness of the model. 

[Keywords: Convolutional Neural Network, modular scalable 
integrated sensor, feature fusion, accuracy, robustness] 

asierend auf dem Verhaltenserkennungsmodell des 
Convolutional Neural Network haben wir ein 

modulares skalierbares integriertes (MSI) Sensorsystem 
zusammen mit einem Signal-Feature-Fusion-
Algorithmus entwickelt. Das integrierte Sensorsystem 
kann hochqualitative Signale erhalten, ohne in den 
Körper des Objekts eingebettet werden zu müssen, und 
weist eine gute modulare Skalierbarkeit und Aktualität 
auf. Der Feature-Fusion-Algorithmus verbessert die 
Erkennungsgenauigkeit sowie die Robustheit des 
Modells. 

[Schlüsselwörter: Convolutional Neural Network, modularer 
skalierbarer integrierter Sensor, Feature-Fusion, Genauigkeit, 
Robustheit] 

1 INTRODUCTION AND MOTIVATION 

Humans have an intuitive ability to perceive changes 
in our surroundings, or changes in a particular object, 
through sight, hearing, smelling, and touching. At first, we 
are unable to recognize these changes, which we learn later 

in life to acquire this decision-making ability. This ability 
can then be used to record and respond to changes in the 
environment [Pew74]. For example, we can calculate the 
output of a machine tool through observation or perceive 
the sound of a mechanical arm collision by hearing, to 
make a response that is conducive to safety. Therefore, first 
of all we need a stand-alone device to simulate the five 
human senses that can accurately pick up perceptible 
signals from the surrounding environment. Then we need a 
model that can simulate the human brain to be able to 
process and analyze the collected signals as well as make 
recognition and classification. During the signal 
acquisition process, large number of signals data are 
generated.  

For classification and recognition problems, 
obtaining correct data is essential. One of the traditional 
methods is to deploy a single dedicated sensor with a 
certain perception ability [GK03] in an appropriate 
location to get this specific type of data. If multiple 
different types of data are required, additional sensors 
need to be deployed, such as BOSCH BME280 sensor 
[BOSCH20], TDK MPU6500 sensor [TDK20], which 
have different sensing capabilities. It must be admitted that 
the data obtained by this method is effective and accurate, 
but it also carries a significant negativity: 

a) If clean and effective data is required to meet 
special needs, the sensor must be placed in a 
suitable location, usually as close as possible to 
the position of the machine movement. This 
could mean that the machine needed to be 
modified.  

b) The sensor network needs to be designed to 
realize the communication between different 
sensors.  

B 

B 
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c) Combined with the two aspects mentioned 
above and the sensor itself, the whole system is 
usually very costly. 

Another option is to integrate sensors with different 
perception capabilities to form a general-purpose sensor 
cluster [NK15]. It only needs one MCU to control these 
sensors together. For example, Sensor Tag from Texas 
Instruments (TI) [TI18] it can be attached to objects to 
obtain different types of raw data then transmitted via 
Bluetooth. But its sensor types and data sampling 
frequency are limited, which cannot always meet the 
requirements of multiple scenarios perfectly. At the same 
time, the data must be uploaded via Bluetooth before it can 
be processed, which is not very convenient for scenes with 
high real-time performance requirements, such as collision 
detection for robotic arms. Laput et al. proposed the 
Synthetic Sensors [LZH17] solution, which integrated 
several kinds of sensors and transmitted the data through 
WIFI. Synthetic Sensors face a defined field rather than a 
specific object, which can reduce the task of adapting to 
different scenarios. Synthetic sensors, for example, can be 
located directly on a kitchen to monitor and identify the 
behavioral events of all objects in the kitchen. However, 
only a few sensors can achieve versatility in this system, 
and the effectiveness of data collected by most sensors will 
decrease as the distance between the object and the 
Synthetic Sensors increases. It can only effectively monitor 
and identify objects in its vicinity. Also, it cannot handle 
these scenes with high real-time performance requirements. 

 

 Illustration of a scenario where our MSI 
sensors cluster works on a CNC machine to monitor and 
recognize its various behavior events 

 

As previously reviewed, we need to solve the problem 
of versatility when facing various behavior under different 
scenarios, as well as improving the effectiveness of the data 
sampling. Therefore, based on benchmark research above, 
we adopt a modular design idea, which allows easy 
integration of specific sensor clusters to meet actual 
recognition needs of various behaviors under different 
scenes.  

2 RELATED WORK 

2.1 FEATURE EXTRACTION 

In the behavior recognition system, the accuracy of 
the recognition result is mainly determined by three 
aspects: the representativeness of the feature description 
for the recognition object, the appropriateness of the 
selection for the classifier model, and the training of the 
recognition model. 

Feature extraction as a representative feature 
description technology for selecting classification and 
recognition objects greatly influences the final 
classification and recognition performance. 

Feature extraction is a method of signal processing to 
extract information from raw sensor data that is 
representative of the various behaviors of the testing 
object. As a necessary module to link sensor data 
acquisition and recognition classification, feature 
extraction can maintain good recognition accuracy while 
reducing the dimensionality of processing data. 

In order to extract representative feature values in real 
applications without compromising classification and 
recognition efficiency, the following requirements must be 
met in the feature extraction process: 

• The feature values should represent as much 
information as possible so that the recognition model 
can distinguish between the classification objects. 

• Direct correlation between characteristics should be 
as few as possible to minimize repetition and 
dimensionality of the data. 

• The complexity of the feature extraction algorithm 
should be as low as possible to reduce processing 
time and improve efficiency 

In the field of behavior recognition research based on 
multiple modular sensor system (e.g., acceleration, 
magnetic field, sound, infrared, distance, etc.), there are 
three common types of feature extraction methods: time 
domain feature extraction, frequency domain feature 
extraction, and time-frequency domain feature extraction. 

• The time domain is the domain in which the real 
world exists. People are generally accustomed to 
analyze things in chronological order. Time domain 
features are a statistical extraction method for 
processing signals of a time series 

• Extraction of frequency domain features takes data 
features from the signal with frequency as the 
coordinate axis. In the frequency domain, any 
waveform can be considered as a synthesis of a sine 
wave. The Fourier transform can represent a function 
that meets certain conditions as a sinusoidal function 
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or a combination of its integrals. However, the 
Fourier transform requires a large amount of 
calculation and cannot handle real-time problems in 
time, researchers usually use the improved fast 
Fourier transform (FFT) to analyze the sine wave 
component of the signal. 

In addition to time domain and frequency domain 
features extraction, there is another time-frequency 
domain feature extraction which is also often used in signal 
analysis. Short-time Fourier transform (STFT) is a kind of 
deformation of Fourier transform, also called windowed 
Fourier transform or time-dependent Fourier transform, 
which is used to determine the sinusoidal frequency and 
phase of a partial part of a signal that varies with time. In 
fact, the process of calculating the Short Time Fourier 
Transform (STFT) is to divide the long-time signal into 
several shorter equal length signals and then calculate the 
Fourier transform of each shorter segment separately. 
STFT is usually used to depict the changes in the frequency 
and time domains, and it is one of the most important tools 
in time-frequency analysis [Hec95] [HDW11] [Moo17]. 

2.2 RECOGNITION CLASSIFICATION ALGORITHMS 

The choice of recognition classification algorithm is 
very important. In behavior recognition classification, 
researchers usually use statistical pattern recognition 
methods, which requires a known data sample and sample 
corresponding labels to learn a classification function or 
construct a classification model. This classification model 
is what we often referred to as a classifier. After getting 
the behavior recognition classifier, we can make the final 
classification prediction of the behavior samples in the 
behavior recognition classification system. 

In the field of sensor-based behavior recognition 
research, the most commonly used statistical classification 
methods are NAVIE Bayes, K-Nearest Neighbour (KNN), 
Decision Tree, Support Vector Machine (SVM). 
Compared with that, deep learning is currently a more 
effective and widely applied method in feature 
recognition. Among them, the convolutional neural 
network (CNN) has shown good performance in feature 
extraction.  

CNN is powerful in classification because it can learn 
feature representation from a large number of samples, and 
the whole network expresses the mapping relationship 
between original data and their class features [CGJ18]. 

The convolutional neural network is responsible for 
receiving the detected data, and the training results of each 
round are passed backwards to the whole network 
structure parameters, through the training set as well as the 
validation set. It consists of a convolutional layer, a 
pooling layer, a fully connected layer. The convolutional 
layer sequentially extracts image features through 
convolution kernel and image convolution filtering. The 

result of the convolution is passed through the activation 
function to form the feature map of this layer, which 
contains not only the feature values but also the relative 
position information. The pooling layer compresses the 
feature maps from the convolutional layer to simplify the 
complexity of network calculation. The compression of 
the features leads to further extraction of the main features 
and removal of redundant features [AMA17] [ZJD17]. 

The CNN recognition model used in this study is a 5-
layer convolutional neural network to process our feature 
fusion map. It contains two convolutional layers, one 
pooling layer and two fully connected layers. The details of 
the processing method of MSI sensor system will be 
described in Chapter 4. 

3 DESIGN OF MODULAR SCALABLE INTEGRATED 
(MSI) SENSOR SYSTEM 

The overall design of MSI sensor system consists of 
the following three layers, which is illustrated in figure 2: 

• Physical Layer 

• Processing Layer 

• Application Layer 

 
 Three layers of the whole system design 

The whole system adopts a modular design scheme. 
The sensors in the physical layer are easily replaceable. A 
stack fusion algorithm is used in the processing layer 
[CZL04]. The visualization of the application layer can also 
be adjusted according to the increase or decrease of the 
sensors. 

The whole MSI sensor system can be adjusted 
according to the observed scenario and the requirements of 
the measured object. 

3.1 SENSOR BOARD HARDWARE DESIGN  

At first, to sample different sensor signals, we 
implemented the physical layer by stacking commercial 
sensors directly bought in the market. During the 
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experiment, we often get interference due to the instability 
of DuPont line connection when we collect signals. 

In addition, simple stacking leads to the entire device's 
size being too large (showed in Figure 3). It causes some 
difficulties for experimenters to embed the device at the 
proper measurement position of the test object to collect 
clean signals. 

 
 The first generation of hardware design, sensor 

stacking mode through DuPont line 

3.1.1 SENSOR BOARD DESIGN  

In order to solve the above problems, we have 
developed an integrated sensor board. It has a size of 40mm 
* 40mm * 1.6mm, which is relatively small and can be 
embedded well with correct measurement position of the 
test object. A customized data cable is used to replace 
multiple DuPont-cables to enhance the stability and purity 
for the collecting sensor signals. Due to circuit integration, 
the power consumption of the whole sensor board has been 
reduced from 300mW to 200mW. 

One of the main targets of our work is that the modular 
scalable integrated sensor system we developed can be 
applied to multiple scenarios. Therefore, the MSI sensor 
board currently integrates five kinds of sensors, which can 
collect 9 different sensor signals (see Table 1). 

For various scenario requirements, the sensor system 
could be easily scalable due to its modular design concept.  

3.1.2 SENSOR BOARD LAYOUT  

The integrated sensor board is divided into two sides: 
Top-Layer and Bottom-Layer. Normally Top-Layer is 
directed towards the sampled object. Therefore, most of 
sensors are placed on the Top Layer to achieve better signal 
quality. 

Hence the sampling channel of the microphone sensor 
is located on the back of the chip, we place it on the Bottom 
Layer, which makes the sampling channel face the sampled 
object. 

ID Name Sensor Fun. Freq 

A IR  AMG8833 1 10Hz 

B Microphone INMP441 1 16KHz 

C Temp/Hum/Bar BME280 3 10Hz 

D Laser VL53L1X 1 10Hz 

E Acc/Mag/Gro MPU9250 3 1KHz 

 Hardware list of our current MSI sensor system, 
which includes 5 kinds of sensors. 9 different types of sensor 
data can be sampled from the environment 

 
 Top-Layer (Left) and Bottom-Layer (Right) of 

our modular scalable integrated sensor board 

While designing the layout of each sensor board, we 
need to ensure that our MSI sensor board could cope with 
most scenarios and collect signal data with high precision 
and good quality. 

Among the five sensors selected for our MSI sensor 
system, the microphone sensor, laser distance sensor, and 
IR thermophilic array sensor have strong directivity. 
Therefore, their position in the layout must be prioritized to 
ensure their optimal detection range. 

The final schematic diagram and layout of MSI sensor 
board is shown in Figure 5. 

 
 Schematic diagram and layout of our MSI 

sensor board 

Top Layer Bottom Layer 
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3.2 SOFTWARE DESIGN 

The software design of the scalable integrated sensor 
system is divided into the following three parts, namely the 
sampling program running on the physical layer, the 
recognition program running on the processing layer, and 
the visualization program running on the application layer, 
as shown in Figure 6. 

(a) SAMPLING PROGRAM ON PHYSICAL LAYER 

At the physical layer, a Raspberry Pi 4B module is 
used as controller [VBLS20], which drives and 
communicates with five sensors through a customized 
data-bus interface. 

After sensor initialization, the sampling program 
achieves parallel sampling of multiple sensors through 
multi-threaded synchronization [WBKW07]. Once the 
sampling is completed, the controller packs the data into 
Json format and sends them to the processing layer through 
HTTP transmission protocol [Wan11]. When the data 
package is successfully sent, the program will go back to 
repeat the parallel sampling process. 

The whole workflow of sampling program is 
illustrated in Figure 7. The customized data-bus interface 
includes IIC [Lee09] communication protocol and I²S 
[Woo16] communication protocol, as shown in Figure 8. 

In our design, four sensors (IR Thermophile array 
sensor, microphone sensor, temperature sensor and laser 
distance sensor) share an IIC data bus. And the 9-axis 
sensor (Acc. / Mag. / Gro.) used an independent I²S data 
bus.  

3.2.1 RECOGNITION PROGRAM ON PROCESSING LAYER 

Once the recognition program of the processing layer 
starts, it is set into the data monitoring mode. 

When the json data [PRSUV16] packet is received 
from the physical layer, the data is preprocessed and fed to 
the model for behavior identification. 

After recognition, the program sends the original data 
and the recognition result to the application layer and then 
it is set back to the data monitoring mode.

 

 
 Software design of our MSI sensor system 

 
 Flow chat of sampling program running on the 

physical layer 

 
 Communication bus connection status 



DOI: 10.2195/lj_Proc_wei_en_202112_01  
URN: urn:nbn:de:0009-14-54471 

  
© 2021 Logistics Journal: Proceedings – ISSN 2192-9084          Page 6 
Article is protected by German copyright law 

 
 Flow chat of recognition program running on 

the processing layer 

 
 Flow chat of visualization program running on 

the application layer

 

 

 

3.2.2 VISUALIZATION PROGRAM ON APPLICATION 
LAYER 

When received the feature data and recognition result, the 
visualization program running on application layer 
normalizes the feature data from each sensor while storing 
them into the database. 

The visualization program performs an average 
compression on high-frequency feature data, like audio 
feature data, and a repeated expansion on low-frequency 
feature data, such as acceleration data. So that each feature 
data can be visualized at a synchronous rate. 
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4 PROCESSING METHOD OF MSI SENSOR SYSTEM 

This chapter will describe the processing method of 
MSI sensor system in detail. It includes the process of 
signal feature extraction, feature fusion, CNN model 
design and model evaluation (Figure 11).  

4.1 SYMBOL DEFINITION 

In this paper, we mark the original signal collected at 
a certain moment as X = X1, X2, ..., Xn. Where n represents 
different types of signal, also represents the number of 
sensors in the MSI sensor system. 

We denote the recognizable behavior categories in the 
environment as Y = Y1, Y2, ..., Ym. Where m represents the 
maximum number of identifications. 

In a real-time prediction model, the prediction time 
interval is a very important parameter. 

Normally, if the prediction time interval is long 
enough, high-quality original signals can be obtained, 
while the fault tolerance and noise interference also can be 
improved. However, the time interval can also not be too 
long, thus the meaning of real-time prediction will be lost. 
Therefore, a reasonable setting of time interval parameter 
T needs to be evaluated. 

The input original raw signal at a certain moment is 
noted as 𝐱𝐱T= (𝒙𝒙1𝑡𝑡+𝑇𝑇, 𝒙𝒙2𝑡𝑡+𝑇𝑇, ..., 𝒙𝒙𝑛𝑛𝑡𝑡+𝑇𝑇), in which t represents 
the recognition start time. We denote the category predicted 
by our model as: 𝐘𝐘� = 𝐘𝐘�1, 𝐘𝐘�2, ..., 𝐘𝐘�m. 

4.2 FEATURE EXTRACTION  

In the encoder network, according to the different 
signals obtained by different sensors, the corresponding 
feature extraction algorithm is selected to process data of 
different frequencies.  

For high-frequency time-domain signal data, short-
time fast Fourier transform (STFT) is used to extract the 
feature in the frequency domain [Hec95] [HDW11] 
[Moo17]. 

For low-frequency time-domain signal data, SVM 
linear regression is used to analyze its feature [VM02] 
[CZH01]. 

Encoder Network converts the input multi-
dimensional original signal 𝐱𝐱T= (𝒙𝒙1𝑡𝑡+𝑇𝑇, 𝒙𝒙2𝑡𝑡+𝑇𝑇, ..., 𝒙𝒙𝑛𝑛𝑡𝑡+𝑇𝑇) into 
feature data 𝐹𝐹 t= (𝑓𝑓1𝑡𝑡+𝑇𝑇, 𝑓𝑓2𝑡𝑡+𝑇𝑇, ..., 𝑓𝑓𝑛𝑛𝑡𝑡+𝑇𝑇). 

4.2.1 HIGH FREQUENCY SIGNAL FEATURE 
EXTRACTION 

Signals base on the high frequency time domain, such 
as sound signals, are intuitively difficult to determine its 
pattern. However, any periodic signal can be expressed as 
a series of linear combinations of sine and cosine signals. 

Fourier Transform can help us find these components, 
and give each component the frequency, amplitude and 
phase. If only use the Fast Fourier Transform, the 
frequency distribution of a section of data can be gotten. 
But losing the time domain information leads to lose the 
frequency distribution changes over time. Therefore, we 
choose the short-time fast Fourier transform method 
(STFT). 

STFT divides a continuous signal into frames by 
adding frame windows. Then perform Fourier Transform 
on each frame and stack the results of each frame along 
another dimension to obtain a two-dimensional signal into 
a image form. 

If our original signal is sound signal, then the two-
dimensional signal obtained by STFT expansion is the so-
called spectrogram. 

Once we have the spectrogram, we need to reinforce 
the features of the signal. Therefore, we perform a binary 
logarithm on the spectrogram, which enhances the features. 

The high-frequency feature extraction formula is as 
follows. 

𝑓𝑓 𝑖𝑖𝑡𝑡+𝑇𝑇 = ⋃ 𝒍𝒍𝒍𝒍𝒍𝒍∫ 𝑥𝑥𝑖𝑖𝑡𝑡(𝜏𝜏𝜏𝜏)ℎ(𝜏𝜏 − 𝑡𝑡)𝑒𝑒−𝑗𝑗2𝜋𝜋𝜋𝜋𝜋𝜋𝑑𝑑𝜋𝜋
∞
−∞

𝑁𝑁
𝒏𝒏=1         [1] 

Where N is the number of sliding steps. The general 
calculation is  

N = 𝑥𝑥 𝑖𝑖𝑡𝑡+𝑇𝑇 / 𝜏𝜏           [2] 

𝑥𝑥𝑖𝑖𝑡𝑡(𝜏𝜏𝜏𝜏)  is one section of the window-sized original 
signal, and ℎ(𝜏𝜏 − 𝑡𝑡) is the window function. 

Figure 12 shows the original microphone signal we 
collected when a CNC machine was rotating. The sampling 
time is 1 second, sampling frequency is 16KHz, bit depth 
is 8bit and the size of this signal is 16K bytes. 

 
 The raw microphone signal generated when the 

CNC machine rotates. The orange part is the Hamming 
window 

 

Window 
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A 256 bytes Hamming window is added to divide the 
original signal. Moving step length of dividing window is 
224 bytes. That means the overlap size between each 
window is 32 bytes. And a fast Fourier transform is 
performed in each Hamming window to get a continuous 
spectrogram with time domain information, as shown in 
Figure 13. 

 
 Continuous spectrogram with time domain 

information 

After the frequency spectrum is obtained, a binary 
logarithm is performed to get enhanced features that are 
easier to be identified. The enhanced feature map is shown 
in Figure 14. 

 
 Continuous spectrogram with enhanced features 

4.2.2 LOW FREQUENCY SIGNAL FEATURE EXTRACTION 

Linear regression is a statistical analysis method that 
uses regression analysis in mathematical statistics to 
determine the quantitative relationship between two or 
more variables. 

What we try to analyze is the relationship between 
environmental signals and time. To find a straight line or a 
plane through the linear regression model, which can fit the 
relationship between environmental signals and time well, 
as shown in Figure 15. 

  
 Schematic diagram of linear feature extraction 

for low-frequency signal 

In the left diagram in Figure 15 we use time data as the 
X axis and sampling data as the Y axis to establish a 
coordinate system to visualize the sampled data. 

We use a hyperplane [3] to standardize this 
relationship, where θT  represents the change trend of 
environmental signals, and 𝜃𝜃0  represents the base value. 

𝑦𝑦 = 𝜃𝜃𝑇𝑇𝑥𝑥 +  𝜃𝜃0                [3] 

In this paper, linear regression is used to fit the 
hyperplane, so that the sum of the distances from each 
signal point to the hyperplane in a time unit is the smallest. 
When the hyperplane is obtained, the feature data of our 
low-frequency signal can be expressed as: 

𝑓𝑓 𝑖𝑖𝑡𝑡+𝑇𝑇 = [θT,𝜃𝜃0]               [4] 

4.3 FEATURE FUSION  

In the Feature Fusion stage, each original signal will 
be feature extracted to get the corresponding𝑓𝑓 𝑖𝑖𝑡𝑡+𝑇𝑇. Which 
means, the features of each sensor after feature extraction 
will be fused into a Feature Map, as shown in Figure 16. 

 
 Feature fusion of different signals 
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Since the original signals from different environments 
have features of different sizes after feature extraction, we 
must map these features again before feature fusion. For 
high-dimensional feature data, we will reduce its 
dimensionality, and for low-dimensional features, we will 
expand it and format the data into a Xi x Yi tensor, and 
make them have the same size in the X-dimension, so we 
can follow Fusion in Y dimension. 

A multilayer perceptron [MBPM09] is used to 
implement the feature remapping. The remapping formula 
is shown in [5], where Wf is the parameter of the perceptron, 
𝑓𝑓 𝑖𝑖𝑡𝑡+𝑇𝑇  is the feature data, and noise is random standard 
Gaussian white noise. 

𝑓𝑓 𝑖𝑖𝑡𝑡+𝑇𝑇 ′ = MLP (𝑓𝑓 𝑖𝑖𝑡𝑡+𝑇𝑇 + 𝜇𝜇 ∗ 𝜏𝜏𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒；Wf)            [5]  

To reduce the overfitting problem of the model and 
enhance the anti-interference robustness of the entire 
model, a certain amount of noise would be added to the 
fusion feature map. 

To control the influence of noise on the model, we 
have set a noise weight μ. By adjusting it, different iterative 
models will be generated. We can evaluate them to 
determine the optimal noise weight. 

After the feature mapping is completed, different 
features have the same size in the X dimension, so we 
merge the different features along the Y dimension, the 
concatenate arrays formula is as follows [6]. 

𝐹𝐹 t = Cat (𝑓𝑓 1𝑡𝑡+𝑇𝑇 ′, 𝑓𝑓 2𝑡𝑡+𝑇𝑇 ′ , 𝑓𝑓 3𝑡𝑡+𝑇𝑇 ′, ..., 𝑓𝑓 𝑛𝑛𝑡𝑡+𝑇𝑇 ′)          [6] 

4.4  CONVOLUTIONAL NEURAL NETWORK MODEL 
DESIGN 

In the recognition network, we use the convolutional 
neural network model to recognize our processed feature 
map 𝐹𝐹 t.  

A 5-layer convolutional neural network is designed to 
process our feature map 𝐹𝐹 t , which contains two 
convolutional layers, a pooling layer and two fully 
connected layers. 

The kernel size of the first convolution is 3*3, and 
there are 20 kernels in total. 

The kernel size of the second convolution is 3*3, and 
50 kernels in total 

The pooling kernel size is 2*2. 

The output size of the first fully connected layer is 128. 

The output of the second fully connected layer is the 
needed recognition classes. 

 
 Convolutional neural network architecture 

design 

The specifications of 𝐹𝐹 t obtained from different 
original environmental signals through feature extraction 
may be inconsistent. In order to avoid the problem of 
feature disappearance or getting excessive feature during 
fusion, we need to normalize 𝐹𝐹 t before training and testing. 
We apply the mean normalization method; the formula is 
as follows: 

The feature map 𝐹𝐹 t′ output by our convolutional 
neural network belongs to the probability of each category, 
so we choose the cross-entropy loss function, the formula 
is as follows: 

𝑙𝑙 = −∑ 𝑝𝑝(𝑥𝑥𝑖𝑖)𝑙𝑙𝑛𝑛𝑙𝑙(𝑞𝑞(𝑥𝑥𝑖𝑖))𝑛𝑛
𝑖𝑖=1                          [8] 

In which,  𝑝𝑝(𝑥𝑥𝑖𝑖) is the real label and 𝑞𝑞(𝑥𝑥𝑖𝑖) represents 
the probability of distribution for our prediction. 

4.5 EVALUATION INDICATORS AND METHODS  

During the CNN model training iteration process, a 
common evaluation index in classification problems called 
F1-Score is used to evaluate our model [Sas07] [Pow11]. 

Firstly, some indicators need to be introduced. 

TP: True Positives, which represents the number of 
samples that are actually positive and judged as positive by 
the classifier. 

FP: False Positives, which represents the number of 
samples that are actually negative and judged as positive by 
the classifier. 

FN: False Negatives, which represents the number of 
samples that are actually positive but are judged as negative 
by the classifier. 

TN: True Negatives, which represents the number of 
samples that are actually negative and judged as negative 
by the classifier. 

• Precision  

The precision rate refers to the proportion of the true 
class in the sample predicted to be the positive class. 
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For multi-class problems, precision value of each 
category is obtained, and the minimum value is taken 
among all. The formula is as follows: 

 

𝑀𝑀𝑛𝑛𝜏𝜏𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝜏𝜏 = min
𝑖𝑖=1…𝑛𝑛

𝑇𝑇𝑀𝑀
𝑇𝑇𝑀𝑀 + 𝐹𝐹𝑀𝑀

 

 

• Recall 

The recall rate refers to the proportion of all positive 
classes that are predicted to be positive.  

For multi-class problems, recall value of each 
category is obtained, and the minimum value is taken 
among all. The formula is as follows 

 

𝑀𝑀𝑛𝑛𝜏𝜏𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙 = min
𝑖𝑖=1…𝑛𝑛

𝑇𝑇𝑀𝑀
𝑇𝑇𝑀𝑀 + 𝐹𝐹𝐹𝐹

 

 

• F1-Score 

F1 Score is an indicator used in statistics to measure 
the accuracy of a binary classification model. It takes 
both precision rate and recall rate of the classification 
model into account, and thus can be regarded as a 
harmonic average of the model. 

When evaluating a multi-classification model, the 
minimum F1-Score for each category should be 
calculated. 

 

𝐹𝐹1𝑆𝑆𝑀𝑀𝑛𝑛𝑀𝑀𝑒𝑒 =
2 ∗ 𝑀𝑀𝑛𝑛𝜏𝜏𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝜏𝜏 ∗ 𝑀𝑀𝑛𝑛𝜏𝜏𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙
𝑀𝑀𝑛𝑛𝜏𝜏𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝜏𝜏 + 𝑀𝑀𝑛𝑛𝜏𝜏𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙

 

 

The process of training model iteration is divided into 
multiple stages. 

At the beginning of each stage, 80 seconds of raw data 
for each behavior are sampled. The newly sampled data 
would be used to test and evaluate the training model from 
the previous stage. 

If the evaluation result does not meet the set threshold, 
all previously sampled behavior data would be mixed and 
retrained. When a new model is generated, we will enter 
the next stage. After completing multiple iteration stages, 
the model that meets the set threshold is the final completed 
one. 

5 EXPERIMENT 

As described in chapter 1, our MSI sensor system is a 
kind of general perception sensor system and is expected to 
be applied in a variety of scenarios. 

In this chapter, an industrial scenario is simulated. 
Through our MSI sensor, a CNC machine is monitored to 
get identified its behavior. 

In this scenario, nine machine behaviors can be 
recognized, including 6 basic behaviors and 3 multi-
behaviors. The recognition frequency is 1Hz. 

5.1 FEATURE EXTRACTION IMPLEMENTATION 

After each behavior is sampled separately, as 
described in section 4.2, different feature extraction 
algorithms are used to process sensor sampling data of 
different frequencies. 

Figure 18 and Figure 19 are the original sampling data 
and feature extraction diagrams of five behaviors from 
high-frequency sensors (microphone sensor and X-axis 
acceleration sensor). 

 Raw data (above) and feature data (under) for 
five different behaviors of CNC machine from Microphone 
sensor 

 

 

 Raw data (above) and feature data (under) for 
five different behaviors of CNC machine from ACC X 
sensor 

 

Figure 20, Figure 21 and Figure 22 are the original 
sampling data and feature extraction diagrams of moving 
behavior from low-frequency sensors (Laser, magnetic and 
IR sensor). 
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 Raw data (left) and feature data (right) for 

moving behavior of CNC machine from Laser sensor  

 
 Raw data (left) and feature data (right) for 

moving behavior of CNC machine from Magnetic sensor  

 
 Raw data (left) and feature data (right) for 

moving behavior of CNC machine from IR sensor 

After the feature extraction, according to the MLP 
remapping equation in Chapter 4.3, the features should be 
remapped to form a feature fusion map. 

 

5.3 MODEL GENERATION AND EVALUATION RESULTS 

From Chapter 4.6, process of training model iteration 
is divided into multiple stages. 

Starting from the second stage, the evaluate results of 
the iterative model generated in the previous stage are as 
shown in the Table 2 -Table 5 below. 

In these tables, A1-A9 refers different behaviors of the 
CNC machine, in which A1 means shutdown, A2 standby, 
A3 shift left, A4 shift right, A5 shift bottom, A6 rotation, 
A7 rotation + left shift, A8 rotation + right shift, A9 rotation 
+ bottom shift. 
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 The first iteration evaluation3 
 

 A1 A2 A3 A4 A5 A6 A7 A8 A9 

A1 77 3 0 0 0 0 0 0 0 

A2 4 75 0 0 0 0 1 0 0 

A3 0 1 65 2 5 0 3 1 3 

A4 0 2 1 68 0 2 1 4 2 

A5 0 1 1 4 60 0 5 3 6 

A6 0 3 0 0 0 60 1 1 15 

A7 0 0 2 0 1 5 65 2 5 

A8 0 0 0 1 2 8 2 58 9 

A9 0 0 2 2 5 25 5 6 35 

  
According to the previous formula, the distribution 

can be calculated: MinPrecision = 0.4666, MinRecall = 
0.4375, F1Score=0.45 

 
 The second iteration evaluation 

 

 
According to the previous formula, the distribution 

can be calculated: MinPrecision = 0.619, MinRecall = 
0.812, F1Score=0.703 

 

 The third iteration evaluation 
 

 A1 A2 A3 A4 A5 A6 A7 A8 A9 

A1 80 0 0 0 0 0 0 0 0 

A2 0 80 0 0 0 0 0 0 0 

A3 0 1 73 1 4 0 0 1 0 

A4 0 1 1 75 0 2 1 0 0 

A5 0 0 0 0 78 0 0 0 2 

A6 0 0 0 0 0 69 1 0 10 

A7 0 0 0 0 1 1 75 2 1 

A8 0 0 0 0 2 0 2 74 2 

A9 0 0 4 0 0 6 0 2 68 

 
According to the previous formula, the distribution 

can be calculated: MinPrecision = 0.819, MinRecall = 0.85, 
F1Score=0.834 

 

 The 4th iteration evaluation 
 

 A1 A2 A3 A4 A5 A6 A7 A8 A9 

A1 80 0 0 0 0 0 0 0 0 

A2 0 80 0 0 0 0 0 0 0 

A3 0 1 76 2 0 0 0 1 0 

A4 0 0 3 77 0 0 0 0 0 

A5 0 0 0 0 80 0 0 0 0 

A6 0 1 0 0 0 76 0 0 3 

A7 0 0 2 0 1 0 77 0 0 

A8 0 0 0 1 0 0 0 79 0 

A9 0 0 0 2 2 5 0 0 71 

 
According to the previous formula, the distribution 

can be calculated: MinPrecision = 0.959, MinRecall = 
0.8875, F1Score=0.922 

 

 A1 A2 A3 A4 A5 A6 A7 A8 A9 

A1 79 1 0 0 0 0 0 0 0 

A2 4 76 0 0 0 0 0 0 0 

A3 0 1 70 3 0 0 5 1 0 

A4 0 2 1 72 0 2 1 4 2 

A5 0 1 1 4 79 0 5 3 6 

A6 0 3 0 0 0 65 1 1 15 

A7 0 0 2 0 1 5 72 2 5 

A8 0 0 0 1 2 8 2 75 9 

A9 0 0 2 2 5 25 5 6 68 
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The evaluation results of the four iterations are 
illustrated in Figure 24. 

The evaluation result of the first iteration is poor due 
to iteration training model underfitting by lack of sampled 
data. As the number of iterations increases, the evaluation 
results are getting better. 

After four iterations, the evaluation results have 
reached the threshold value which we have set at 0.9. The 
model training iteration is completed, and the final model 
is generated. 

 

 The model iteratively evaluates the results 

5.4 MODEL ROBUSTNESS IMPLEMENTATION 

In order to prevent the model from overfitting, we add 
Gaussian random white noise to the fusion feature map. 

The random noise is sampled from a standard normal 
distribution (expectation:0, variance:1) and multiplied by 
different noise weights μ before adding to the fusion feature 
map. Iterative training with noise-fusion feature maps can 
improve the anti-interference robustness of the generated 
model. 

We tested the performance of generated model with 
different noise weight μ, as shown in Figure 25.  

 

 Model performance under different weight of 
noises 

 

After adding 0.5 times the weight of random noise, the 
evaluation result of the model has been improved. As the 
noise weight increases, the evaluation results of the 
generative model begin to deteriorate. Out of this test result, 
we get an optimal noise weight μ = 0.5 

5.5 VISUALIZATION PRESENTATION 

As we mentioned in chapter 3 of our MSI system 
design, the visualization program could be applied on the 
application layer to display the final model recognition 
results. The real-time visualization in Figure 26 shows that 
the testing CNC-machine first moves to the left, then stops 
the movement towards left and starts the rotation. 

 

 Visualization of Real-time recognition results of 
CNC machines 

6 SUMMARY AND OUTLOOK  

In this paper, we have designed and tested the first 
version of our MSI system, in which 5 different sensors are 
integrated and 9 types of sensor data are collected to train 
the recognition model. The test under a simulated industrial 
environment with a CNC machine to identify different 
working status is our first experiment of the MSI sensor 
system. So far, the evaluation results of recognition are 
within our expectation. 

We adopt a modular design idea for our MSI sensor 
system at the begin of the development, which allows easy 
integration of specific sensor clusters to meet actual 
recognition needs of various behaviors under different 
scenes. We will continue our tests in the future under 
different environment and various scenarios, representing 
daily working and living circumstances.  
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 MSI sensor board applied in various scenarios 

Meanwhile, we will add an edge computing module 
with certain capabilities to realize edge processing of data, 
so that our system can deal with scenarios required 
relatively high real-time performance. 
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